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ABSTRACT

This study highlights infrared sensor technology incorporated into the global positioning system (GPS)

dropsonde platforms to obtain sea surface temperature (SST) measurements. This modified sonde (IRsonde)

is used to improve understanding of air–sea interaction in tropical cyclones (TCs). As part of the Sandy

Supplemental Program, IRsondes were constructed and then deployed during the 2014 hurricane season.

Comparisons between SSTs measured by collocated IRsondes and ocean expendables show good agreement,

especially in regions with no rain contamination. Surface fluxes were estimated using measurements from the

IRsondes and AXBTs via a bulk method that requires measurements of SST and near-surface (10m) wind

speed, temperature, and humidity. The evolution of surface fluxes and their role in the intensification and

weakening of Hurricane Edouard (2014) are discussed in the context of boundary layer recovery. The study’s

result emphasizes the important role of surface flux–induced boundary layer recovery in regulating the low-

level thermodynamic structure that is tied to the asymmetry of convection and TC intensity change.

1. Introduction

Tropical cyclones (TCs) interact with the ocean through

the air–sea interface, gaining energy in the form of en-

thalpy fluxes, and transferring momentum to the ocean

through waves and currents. An improved knowledge of

mechanisms underlying the air–sea interface is essential

for interpreting dynamic and thermodynamic processes in

TCs, and hence for improving numerical models with re-

alistic prognostic capabilities for forecasting or simulating

TCs (e.g., Bender et al. 2007; Davis et al. 2008; Kim et al.

2014; Zhang et al. 2015). Previous studies have demon-

strated the important role of air–sea interaction, and in

particular the sea surface temperature as it relates to

forecasting TC track and intensity (Byers 1944; Malkus

andRiehl 1960;Miller 1958; Palmen 1948; Shay et al. 1992,

2000; Zhu and Zhang 2006; Wu et al. 2007, 2008; Chen

et al. 2007; Lin et al. 2005, 2009a,b; Knaff et al. 2013;Corresponding author: Dr. Jun Zhang, jun.zhang@noaa.gov
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Halliwell et al. 2015; Rogers et al. 2015). Emanuel (1986,

1988) noted that the maximum potential intensity (MPI)

of a TC is primarily governed by the underlying sea sur-

face temperature (SST). Previous studies have also shown

that surface flux parameterizations linked to the SST are

critical for accurately simulating TC intensity and struc-

ture (Emanuel 1995; Braun and Tao 2000; Nolan et al.

2009a,b; Smith and Thomsen 2010; Bryan 2012; Green

and Zhang 2014; Ming and Zhang 2016).

Air–sea surface fluxes are important for TC simula-

tions because they are key boundary conditions for nu-

merical models. However, direct measurement of surface

fluxes in strong wind conditions has proven to be very

difficult (Moss 1978;Moss andMerceret 1976; Black et al.

2007; French et al. 2007; Drennan et al. 2007; Zhang et al.

2008; Zhang 2010a; Zhang et al. 2011). This is mainly due

to the severe safety risks associated with manned aircraft

and the inability of properly outfitted fixed ocean plat-

forms to survive in strong tropical cyclones. Thus, air–sea

fluxes are usually computed through a bulkmethod, using

exchange coefficients and more easily measured mean

quantities. When the SST and near-surface (10m) tem-

perature (T10), humidity (q10), and wind speed (U10) are

measured, surface heat (H) and moisture (E) fluxes can

be estimated through
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whereCh andCe are the exchange coefficients for sensible

heat and latent heat transfer, respectively; r is the air

density; q0 is the absolute humidity at the sea surface that

is calculated using SST and surface pressure assuming

saturation; cp is the specific heat capacity of air at constant

pressure; and Ly is the latent heat of evaporation.

In TCs, simultaneous observations of q10, T10, U10,

and SST are typically obtained by surface buoys (Cione

et al. 2000; Cione and Uhlhorn 2003; Cione et al. 2013;

Jaimes et al. 2015; Jaimes and Shay 2009). Alterna-

tively, global positioning system (GPS) dropsondes and

airborne expendable bathythermographs (AXBT) drop-

ped simultaneously from the research aircraft can provide

measurements of all of these variables necessary for flux

calculations. However, the utility of the AXBT to rou-

tinely provide SST is limited due to aircraft weight and

balance restrictions. SST sensors installed on the much

smaller dropsondes (IRsonde) provide an attractive al-

ternative to obtain SSTs in high-wind, cloud-covered

hurricane conditions. The utility of this approach using the

IRsonde concept has been demonstrated with the High-

Definition Sounding System (HDSS) expendable digital

dropsode (XDD) for low-wind, relatively quiescent con-

ditions (Black et al. 2017).

As part of the Sandy Supplemental Program support

received by the National Oceanic and Atmospheric

Administration (NOAA), new technologies were de-

veloped to improve air–sea flux observations and to

provide validation for operational coupled hurricane

models. Based on a prototype of the Airborne Vertical

Atmospheric Profiling System (AVAPS) associated

with the GPS dropsonde, an infrared (IR) sensor was

incorporated into AVAPS that provides remote mea-

surements of SST. The IRsonde presented here was

modified from the standard Vaisala RD94 dropsonde1

that was developed by the National Center for Atmo-

spheric Research (NCAR). During the 2014 hurricane

season, IRsondes were carried and released by NOAA’s

Lockheed WP-3D Orion (P3) aircraft. Most of the IR-

sondes were released in Hurricane Edouard (2014). This

study evaluates the performance of the SST measure-

ments obtained from the IRsonde and compares these

values with measurements from AXBTs that were de-

ployed nearby. In addition, surface flux calculations

using SSTs from the IRsonde via the bulk aerodynamic

equations will be presented.

2. Description of IRsonde and SST comparison

To obtain SST measurements, the Melexis infrared

thermometer and infrared sensor were integrated with a

standard GPS dropsonde to create the IRsonde (Fig. 1).

According to manufacturer specifications, the Melexis

FIG. 1. A schematic of the (left) IRsonde appearance and (right)

inside view of the sensors of the IRsonde.

1 This type of dropsonde is different from the MiniSonde re-

ported by Black et al. (2017).
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sensor has an accuracy of 60.58 to 18C. It measures

temperatures between 2708 to 3808C with a resolution

of 0.028C. The wavelength pass band optical filter ranges

from 5.5 to 15mm. It senses the radiation from all gases

in the atmosphere. Before the sensor was installed in the

IRsonde, it was calibrated in front of a blackbody with

an emissivity close to 1 using a calibration facility at the

NCAR calibration laboratory. The SSTmeasured by the

IRsonde was also tested by dropping the sonde from

NOAA’s G-IV aircraft in the vicinity of a NOAA Na-

tional Data Buoy Center (NDBC) buoy (Hock 2014),

showing good agreement (i.e., errors within 0.58C). Of

note, in precipitation, two IRsondes deployed near a

Gulf of Mexico NDBC buoy measured SSTs that were

;28C cooler than the buoy observation; similar results

were found in our study (shown later).

The infrared sensor measures the sea surface skin

temperature from every altitude. Figure 2 shows an ex-

ample of the SSTmeasured by the IRsonde as a function

of altitude, indicating that the SST measurements at-

tenuate at high altitudes. Also shown in Fig. 2 are the

vertical profiles of temperature and dewpoint tempera-

ture. Because the infrared sensor samples through its

entire descent, the apparent temperature tends to in-

crease in moist conditions as the sonde descends, due to

the decreasing depth of the intervening, radiatively

colder atmosphere (Fig. 2). Of note, the downward-

pointing IR sensor is also weakly affected by reflection

from the sea surface. The noise in the datamay be due to

the sensor facing at various angles as it descends.

The SST is taken to be the maximum value in the

lowest 100m of the profile. Using a height threshold of

50m gives similar results as using 100m; 100m was

chosen as the threshold for the purpose of enlarging the

data sample size, as dropsondes tend to splash at a GPS-

estimated altitude of 50m or lower. Another method

was used by Black et al. (2017) to estimate SST by lin-

early extrapolating the data to the surface using the SST

profile in the lowest 100m. Barnes and Powell (1995)

and Drennan et al. (2007) also used the extrapolation

method to find the SST using data collected by the PRT-5

radiometer aboard the P3 aircraft. We found that the

results from our method do not differ significantly from

those provided by the linear extrapolation method (not

shown). The advantage of the IRsonde is that it provides

measurements below 100m, which cannot be easily

achieved bymanned aircraft in TCs. The accuracy of the

IRsonde-measured SST increases with decreasing dis-

tance to the sea surface, since the atmospheric attenu-

ation becomes smaller with decreasing height.

To evaluate the accuracy of the SST measurements

by the IRsonde in hurricane conditions, we use SSTs

measured by AXBTs that were simultaneously dropped

with the IRsondes. Figure 3 shows a comparison of the

SST measured by the IRsonde and the AXBTs. A total

of 30 IRsonde–AXBT pairs were obtained in Hurricane

Edouard (2014). The comparison of IRsonde SSTs with

AXBT SSTs indicates a statistically significant bias

of 20.628C (95% confidence) with a root-mean-square

error of 1.248C. Outliers with 28–38C differences con-

tribute to a fairly weak correlation (r2 5 0.472; Fig. 3a).

Detailed evaluation of the radar reflectivity data reveals

that the IRsondes that have relatively large cool SST

biases compared to AXBT measurements that were

dropped in rain (i.e., 1.5-km radar reflectivity .
20 dBZ). These IRsondes were mainly dropped in the

eyewall and at the midpoints of the flight pattern shown

in Fig. 4. A comparison of SSTmeasured by the IRsonde

without rain contamination and collocated AXBTs (16

pairs) shows a much improved correlation (r2 5 0.902)

and a very small bias of 0.07458C (Fig. 3b). The root-

mean-square error is also reduced to 0.4728C. This result
suggests that the IRsondes can be successfully used to

measure SSTs in rain-free to light rain conditions in

hurricanes. All of the IRsonde-measured SSTs made in

the hurricane eye show very good agreement with the

SST measurements made by AXBTs. Thus, it is rec-

ommended that IRsonde-measured SSTs in the eye be

used to represent SST conditions within the eyewall

during future TC field campaigns.

3. Observations of air–sea interaction in Hurricane
Edouard using IRsondes and AXBTs

A total of 57 IRsondes were dropped in Hurricane

Edouard (2014) on 3 consecutive days from 15 to

17 September. Edouard developed from a tropical wave

FIG. 2. An example of IRsonde-measured vertical profiles of

temperature, dewpoint temperature, and IR temperature.
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that emerged from the west coast of Africa on 6 Sep-

tember 2014 (Stewart 2014) and became a tropical de-

pression (TD6) on 11 September, approximately

1800km east of the Caribbean Windward Islands. As

TD6 continued on a northwest track, it was named

Tropical Storm (TS) Edouard by the National Hurri-

cane Center (NHC) on 12 September and further in-

tensified into a hurricane early on 14 September. From

14 to 16 September, Edouard underwent steady

intensification to its maximum intensity of 105kt

(1 kt 5 0.51ms21) at 1200 UTC16 September as it

curved northward, becoming the first major hurricane

in the Atlantic basin since Hurricane Sandy in 2012.

Hurricane Edouard weakened just east of Bermuda and

quickly recurved toward the northeast and east, degen-

erating into a remnant low by 19 September just west of

the Azores Islands. Hurricane Edouard (2014) was ex-

tensively observed by manned aircraft, including two

P3s and the NOAA G-IV (Rogers et al. 2016; Zawislak

et al. 2016). Figure 4 shows the evolution of the maxi-

mum intensity of Edouard from the best track alongwith

the time of each aircraft mission.

The flight tracks of the aforementioned aircraft on the

3 days of observations in Hurricane Edouard (2014) are

shown in Figs. 5a–c. On each day, the observation time

window spanned from 1200 to 1800 UTC. NOAA’s P3

aircraft released the IRsondes. IRsonde and AXBT

locations are shown in Fig. 5d in a storm-relative

framework, with the colors representing the date of

each observation. The data coverage on 15 September

provides the best, highest density coverage. As such, a

two-dimensional (2D) objective analysis designed to

assess the asymmetry of surface fluxes during the in-

tensification of Hurricane Edouard was possible on

this date and will be provided in section 3b. Note that

before the flux calculation, we corrected the IRsonde-

measured SSTs in the eyewall region using the collo-

cated AXBT data (if available) or by the adjacent

IRsonde data in the eye if there was no AXBT obser-

vation available. Two IRsondes released at the mid-

point of a radial leg measured cool-biased SST, where

high radar reflectivity was observed and no AXBT was

released. We corrected the SSTs of these two sondes by

FIG. 3. Scatterplot of AXBT vs IRsonde SST (8C) for (a) 30 pairs of collocatedmeasurements and (b) the 16 pairs

without IRsondes in the eyewall and rain regions. Shown are the 1:1 ratio (dashed black line) and the best-fit linear

regression (equation shown in upper left; solid black line). The correlation coefficient squared (R2) is also shown.

IRsondes dropped in heavy rain (red circles) and light to no rain (blue circles) regions.

FIG. 4. Timeline of Edouard aircraft missions along with best-

track intensity (Vmax, kt). Participating aircraft are the NASA

Global Hawk (AV6), two NOAA WP-3Ds (N42, N43), and

NOAA G-IV (N49). Note that the N43 flights on 12 and 17 Sep

were ocean surveys in front of and behind the storm, respectively,

and not in the storm.
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linearly interpolating the SSTs used in the eye/eyewall

and the end point.

a. Radial distribution of air–sea variables

Radial profiles of 10-m wind speed, air temperature,

specific humidity, and sea surface temperature all mea-

sured by the IRsondes are shown in Figs. 6a–d. Here, the

variables are plotted as a function of radius normalized by

the radius of maximum winds (RMW; r* 5 r/RMW),

determined from the Stepped Frequency Microwave

Radiometer (SFMR) data (Zhang and Uhlhorn 2012).

Again, the colors represent the dates that the observa-

tions were made. It is evident from Fig. 6a that the

maximum 10-mwind speed decreased from;55ms21 on

15 September to 32ms21 on 17 September, indicating the

weakening ofHurricane Edouard. The 10-m temperature

(T10) was found to decrease with radius to the storm

center from the outer core to the eyewall region but to

somewhat increase toward the center between the am-

bient environment and the outer core during all 3 days

(Fig. 6b). This radial variation of T10 is consistent with

buoy observations given by Cione et al. (2000, 2013) and

dropsonde observations given by Barnes and Bogner

(2001), indicating that the hurricane surface layer is not

isothermal, contrary to what is assumed in the axisym-

metric model used in previous theoretical studies (e.g.,

Emanuel 1986). The radial variation of q10 is also con-

sistent with previous buoy observations given by Cione

et al. (2000, 2013), showing an increasing trend with

decreasing radius (Fig. 6b).

The quality-controlled SSTs measured by IRsondes

and AXBTs as a function of normalized radius are also

FIG. 5. Hurricane Edouard flight missions on 15–17 Sep. (a)–(c) Storm-relative locations of IRsondes (circles) and

(d)AXBTs (pluses) are shown, with each color representing each day. Flight tracks are shown in a translating storm-

relative coordinate system, centered on the storm. Near-surface GPS dropwindsonde wind barbs are shown in

magenta, also at storm-center-relative locations. GOES visible satellite images (courtesy of NRLMonterey) are at

approximate center time of missions.
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shown in Fig. 6d. The ambient (.150km) SST decreased

from 15 to 17 September. On average, the ambient SST

was;38C cooler on 17 September than on 15 September,

as the storm moved north of 308 latitude. The in-storm

maximum SST cooling estimated by subtracting the

minimum SST from the maximum ambient SST is 1.78,
4.28, and 0.88C from 15 to 17 September, respectively. The

ambient SSTs are near or below 268C on 17 September,

which is theminimum threshold commonly assumed to be

conducive to hurricane development (Byers 1944; Miller

1958; Cione 2015). It is observed from the best track that

the storm weakened substantially after it moved into the

colder water on 17 September, indicating the influence of

air–sea coupling on hurricane intensity. Compared to the

climatology based on buoy data developed by Cione and

Uhlhorn (2003), the observed inner-core SST cooling is

significantly larger on 16 September. However, compared

to satellite observations, the IRsonde observed in-storm

FIG. 6. Plots of (a) 10-m wind speed, (b) 10-m air temperature, (c) 10-m specific humidity, (d) SST, (e) air–sea

contrast of temperature, (f) air–sea contrast of specific humidity, (g) sensible heat flux, and (h) latent heat flux, as

a function of radius to the storm center that is normalized by the RMW at 10m. Each color represents the date of

observations: blue represents 15 Sep, green represents 16 Sep, and red represents 17 Sep.
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SST cooling comparable to the poststorm SST cooling of

;48–78C shown in the National Hurricane Center’s an-

nual report of Hurricane Edouard (Stewart 2014). This

large coolingmay be related to the shallowmixed layer as

the storm moved into cooler water in the higher latitudes

(.258N). The inner-core SST cooling is smaller on

17 September compared to that on 15 and 16 September

and is consistent with Cione and Uhlhorn (2003), who

found from extensive buoy observations that the storm-

induced SST cooling is smaller when the ambient SST is

cool and the latitude is high.

Radial profiles of the air–sea contrast of temperature and

humidity between the air at 10m and the sea surface are

shown in Figs. 6e and 6f, respectively. Overall, the air–sea

temperature contrast is similar during the 3 days. The ma-

jority of thedata (.95%)havepositive air–sea temperature

contrast (i.e., SST 2 T10). Later we show that the one

measurement of negative air–sea contrast was mainly due

to the SST cooling in the right-rear quadrant of the storm

relative to the stormmotion. The air–sea humidity contrast

generally decreased with decreasing radius during the

3 days, consistentwith results fromCione et al. (2013) based

on extensive buoy observations. The magnitude of the air–

seahumidity contrastwas the largest on 15Septemberwhen

the storm was intensifying, while it was the smallest on

17 September when the storm was weakening. The larger

humidity contrast drove larger latent heat fluxes, as shown

later. The air–sea humidity contrast is much smaller on

17 September than that on the other 2 days, which likely

contribute to the weakening of Edouard.

Sensible heat and latent heat fluxes calculated using

the bulk method are shown in Figs. 6g and 6h, re-

spectively. Here, we used Ch 5 Ce 5 0.0012 following

Zhang et al. (2008), Haus et al. (2010), and Bell et al.

(2012). The magnitudes of both the latent heat flux and

the sensible heat flux were substantially larger on

15 September than on the other 2 days. In particular, the

magnitude of the latent heat flux on 15 September was

nearly 3 times greater than the values estimated on 16

and 17 September. Surface wind speed differences be-

tween 15 and 17 September also contributed to the large

surface flux difference. Conversely, the difference in the

latent heat flux between 15 and 16 September was

mainly due to the difference in the air–sea humidity

contrast, since the wind speed difference was relatively

small between these 2 days. It is noted that the magni-

tude of the latent heat flux was correlated with the rate

of intensity change of Hurricane Edouard.

b. 2D analyses of enthalpy fluxes

To investigate the asymmetric distribution of surface

fluxes, we constructed a 2D objective analysis of the data

using the same method as Dolling and Barnes (2014).

This method uses the piecewise cubic spline to fit the data

into equally spaced grids while preserving values from the

original observations. The analysis covers only the area

where observations were made (i.e., no extrapolation to

locations outside of the observed area was made). Details

of this method are provided in Dolling and Barnes (2014).

Horizontal views of the 10-m temperature, specific

humidity, and SST are shown in Fig. 7 for the 3 days of

observations. For the purpose of clearly showing the

location of SST cooling, the data were rotated relative to

the storm motion direction, which points to the top of

the figure. It is seen again that the data coverage is the

best on 15 September, so that the asymmetric structure

can be fully explored within ;150-km radius (i.e.,

;5 times the RMW). It is evident from Fig. 7a that the

coolest SSTs on 15 September are located in the right-

rear quadrant, consistent with previous studies (e.g.,

Price 1981; Price et al. 1994; D’Asaro et al. 2007; Black

et al. 2007; Chen et al. 2007; Uhlhorn and Shay 2008;

Yablonsky and Ginis 2009; Cione et al. 2013; Cione

2015). With limited data coverage on 16 September, the

coolest SSTs were found on the right side of the storm.

Figures 6a–c indicate that SSTs cooled ahead of the storm

from 15 through 17 September, which is consistent with

expectations given the storm’s northward propagation.

On 15 September, the 10-m air temperature was the

warmest in the ambient environment. The air tempera-

ture decreased as a function of decreasing radius toward

the storm center to a minimum in the eyewall region

before increasing with decreasing radius in the eye

(Fig. 7d). Of note, the SST in the eye is typically close to

that in the eyewall based on climatology (Cione et al.

2000); here, the observed SST difference between the

eye and eyewall may be due to the sampling variability.

This trend of variation in the air temperature was also

observed on 16 and 17 September (Figs. 7e and 7f). In

the inner-core region (r* , 3), the air was cooler on the

left side of the storm than on the right side of the storm

on 15 September. The 10-m humidity structure was

similar during the 3 days and shows that the humidity

increased from the large radii to the storm center. On

15 September, when data coverage was good, it shows

that the left side of the stormwas drier than the right side

of the storm. In the eyewall region, the right-front

quadrant was the most humid. Of note, the environ-

mental wind shear2 direction was aligned with the storm

motion direction on 15 September, such that the right-

front quadrant corresponded to the downshear right

2 The shear information used in this study was based on the

Statistical Hurricane Intensity Prediction Scheme (SHIPS) model

(DeMaria et al. 2005; Kaplan et al. 2015).
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quadrant where the convection was initiated. Later, we

show that the asymmetry in the equivalent potential

temperature ue in the inner-core region resembles that

of the composite analysis given by Zhang et al. (2013).

This ue pattern is also similar to that of Hurricane

Bonnie (1998), documented by Schneider and Barnes

(2005), and Hurricane Guillermo (1998), documented

by Sitkowski and Barnes (2009).

Figure 8 shows the horizontal view of surface sensible

heat fluxes (upper panels), air–sea temperature contrast

(middle panels), and 10-mwind speed (lower panels) for

15–17 September, from the left to right columns, re-

spectively. It appears that the asymmetric pattern in the

sensible heat flux is close to that of the air–sea temper-

ature contrast as well as the SST. For instance, on

15 September, the smallest sensible heat flux was col-

located with the largest SST cooling seen at the right-

rear quadrant where the air–sea temperature contrast

was also the smallest. The largest positive sensible heat

flux on 15 September was located in the right-front

quadrant of the storm in the eyewall where the air–sea

contrast was large and the surface wind speed was the

FIG. 7. (top) The 2D analysis of SST, (middle)T10, and (bottom)Q10. (left to right) Results from 15 to 17 Sep, respectively. Note that the data

are rotated relative to the storm motion direction to the top of the figure. Location of IRsonde used in the analysis is shown (black x).
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largest. On 16 September, the air–sea temperature con-

trast was close to zero in the eyewall region, which made

the sensible heat flux very small, even though the surface

wind speed was large. Of note, the surface wind speed

asymmetry seen on 15 and 16 September is consistent

with previous numerical and observational studies (e.g.,

Shapiro 1983; Kepert and Wang 2001; Uhlhorn et al.

2014). On 17 September, the magnitude of the sensible

heat fluxwas very small (,20Wm22) due to the cool SST

and weak surface wind speed.

The storm-relative latent heat fluxes estimated using

the IRsonde data are shown in Fig. 9 for the 3 days of

interest along with the air–sea humidity contrast and

wind speed. The magnitude of the latent heat flux on 16

and 17 September is much smaller than that on 15 Sep-

tember in the inner-core region (r* , 3). In particular,

the majority (.80%) of latent heat flux is under

50Wm22 on 17 September when the storm moved over

the cool SST region, indicating that the available energy

from the surface latent heat flux was too limited to

FIG. 8. (top) The 2D analysis ofH, (middle) air–sea temperature contrast dT, and (bottom)U10. (left to right) Results from 15 to 17 Sep,

respectively. Note that the data are rotated relative to the stormmotion direction to the top of the figure. Location of IRsonde used in the

analysis is shown (black x).
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support storm intensification. This result is consistent

with the findings of Cione (2015) and may explain why

the storm weakened on 16 and 17 September, especially

on 17 September. The surface layer nearly reached

equilibrium in humidity on 16 September, so the latent

heat flux was shut down in the core of the storm even

though the surface wind was large (.40ms21). Of note,

an eyewall replacement cycle that occurred on 16 Sep-

tember also contributed to the weakening of the storm.

On 17 September, as the SSTwas cool, the latent heat flux

was close to zero, which may be the reason for the storm

weakening, given that the environmental wind shear re-

mained steady (;7.5ms21) from 15 to 17 September.

The good data coverage on 15 September again allows

us to explore the asymmetry of the latent heat flux

(Fig. 9a). As expected, at large radii (r*. 3), the largest

latent heat flux was located at the front of the storm

where the SST was the largest and the air–sea humidity

FIG. 9. (top) The 2D analysis of H, (middle) air–sea humidity contrast dlQ, and (bottom) U10. (left to right) Results from 15 to 17 Sep,

respectively. Note that the data are rotated relative to the stormmotion direction to the top of the figure. Location of IRsonde used in the

analysis is shown (black x).
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contrast was also the largest, and the smallest latent heat

flux was located in the right-rear quadrant where the

SST cooling was the largest. In the eyewall region

(r*;1), the maximum latent heat flux was located in the

right-front quadrant where the surface wind speed was

the largest, although the air–sea humidity contrast was

not the largest there. On 15 September, the air–sea hu-

midity contrast, although small, did not reach equilibrium

as on 16 and 17 September. This result (Figs. 8 and 9)

suggests that the role of wind speed in inducing the sur-

face fluxes is strongly tied to the air–sea thermodynamic

equilibrium condition. The effect of surface wind speed

on the surface enthalpy flux becomes larger only if the

thermodynamic equilibrium condition is not reached.

This result also suggests the thermodynamic equilibrium

condition tends to occur during the storm weakening

phase or, in fact, may be an important factor responsible

for initiating the weakening process.

The total enthalpy fluxes S calculated by combining

the sensible and latent heat fluxes during the 3 days are

shown in Fig. 10, along with a 2D analysis of the 10-m ue.

On 15 September, the magnitude of the enthalpy flux

was as large as 900Wm22 in the eyewall region (0.75 ,
r* , 1.25), which is nearly an order of magnitude larger

than that on 16 and 17 September. The smallest enthalpy

heat fluxwas located in the right-rear quadrant, where the

SST cooling was the largest on 15 September. With sim-

ilar intensity on 15 and 16 September, themagnitude of ue
in the storm center and the eyewall region was similar.

However, the magnitude of the enthalpy flux was very

different. Of note, the intensification rate was also very

different between 15 and 16 September, as mentioned

earlier, when the storm underwent intensification and

weakening, respectively. This result indicates that air–sea

enthalpy flux is a key variable that drives hurricane

intensity change.

c. Boundary layer recovery due to surface flux

In addition to the abovementioned discussion that used

2D analyses in a storm-relative framework referenced to

the storm motion direction, analyses of the enthalpy flux

and ue were rotated relative to the environmental shear

direction (Fig. 11).Here, only the inner-core region (r*,2)

is shown for 15 and 16 September. As mentioned earlier,

FIG. 10. (top) The 2D analysis of total S and (bottom) ue. (left to right) Results from 15 to 17 Sep, respectively. Note that the data are

rotated relative to the storm motion direction to the top of the figure. Location of IRsonde used in the analysis is shown (black x).
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FIG. 11. Horizontal view of (top) S, (middle) ue at 50m, and (bottom) wavenumber 0 1 1 component of ue.

Results from (left) 15 and (right) 16 Sep.Note that the data are rotated relative to the environmental shear direction

to the top of the figure. (c),(d) Vertical velocity from the Doppler radar data (contours) with downward motion

(black contours) and upward motion (gray contours), and the contour interval is 0.2m s21.
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the shear direction was the same as the storm motion

direction on 15 September. Thus, the asymmetry of S and

ue in the shear-relative framework is the same as in the

storm-motion-relative framework on 15 September (cf.

Fig. 10), showing the downshear-right quadrant had the

largest enthalpy flux in the eyewall region (Fig. 11a). On

16 September, the storm was moving to the north, while

the shear direction was toward the northwest with a dif-

ference in angle of 258. The magnitude of the enthalpy

flux on 16 September was much smaller than that on

15 September, as discussed earlier. The upshear-right

quadrant had the smallest enthalpy flux on 16 September

(Fig. 11b).

In the hurricane eye, the magnitude of ue was com-

parable on 15 and 16 September when the storm in-

tensity was similar (Figs. 11c and 11d). On 15 September,

the upshear-left quadrant had the smallest ue, while the

downshear-right quadrant had the largest ue in the region

within twice the RMW (Fig. 11c). A similar pattern of

asymmetry in ue inward from the eyewall (r* , 1) was

found on 16 September, but the ue was much smaller on

the right side of the storm than on the left side of the

storm outside the eyewall region (Fig. 11d). The vertical

motion at 1-km altitude from the Doppler radar obser-

vations collected at the same time during the IRsonde

observations is also shown in Figs. 11c and 11d. It appears

that the strongest updrafts were located in the

downshear-right quadrant, consistent with the composite

analysis from Reasor et al. (2013). This strong upward

motion was collocated with the large ue favoring deep

convection, consistent with composite analysis of Zhang

et al. (2013). It is also evident from Figs. 11c and 11d that

the stronger downdrafts were generally collocated with

smaller ue, indicating downdrafts bringing low ue air into

the boundary layer from above. This result provides

further evidence of convective or mesoscale downdrafts

modulating the boundary layer thermodynamics in the

hurricane, in agreement with previous studies (e.g.,

Powell 1990; Barnes and Powell 1995; Riemer et al. 2010;

Molinari et al. 2013; Zhang et al. 2013).

To clearly show the asymmetry of ue, the wavenumber

0 plus wavenumber 1 components of ue are plotted

(Figs. 11e and 11f). Consistent with previous composite

analysis given by Zhang et al. (2013), our result shows

that near-surface ue was the smallest in the upshear-left

quadrant and was the largest in the downshear-right

quadrant in the eyewall region. This wavenumber 1

asymmetry is slightly clearer on 15 September than on

16 September. As the air moved from the upshear-left

quadrant to the downshear right quadrant, ue increased

as the air experienced surface enthalpy fluxes. A back-

of-the-envelope calculation of boundary layer recovery

of ue suggests that surface enthalpy fluxes were enough

to support the recovery of ue on 15 September but that

they were far from enough to support the recovery of ue
on 16 September (see details in the appendix). This re-

sult further evidences that surface enthalpy fluxes are

important for hurricane intensification. Without enough

surface fluxes, the energy (ue) cannot be recovered from

convective downdrafts and thus is insufficient to support

deep convection.

4. Conclusions

This study presents an analysis of a new type of ex-

pendable instrument (IRsonde) that can be dropped from

manned aircraft, complementing the existing dropsonde

system with simultaneous SST observations in TCs. The

IRsonde-measured SSTs are compared to in situ SSTs

observed by AXBTs, showing good agreement, espe-

cially for the IRsondes released in rain-free to light rain

conditions. The IRsonde data provide a unique oppor-

tunity to study the thermodynamic and kinematic struc-

ture of the hurricane boundary layer.

IRsonde data collected in Hurricane Edouard (2014)

are analyzed to study air–sea interaction processes. Both

symmetric and asymmetric surface layer structures are

studied using IRsonde data along with AXTB data. The

radial variation of the axisymmetric surface temperature

and humidity shows a similar trend as in previous studies

based on both buoy and dropsonde observations (Cione

et al. 2000; Barnes and Bogner 2001). The radial varia-

tion of SST suggests the SST cooling is around 28–38C on

average in the eyewall region of Hurricane Edouard

from 15 to 17 September. The SST cooling on 17 Sep-

tember became smaller than the other 2 days as the

storm moved into the cold-water region, which is also

consistent with the 1D cooling algorithm developed by

Cione and Uhlhorn (2003) using extensive buoy data.

Asymmetric 2D analysis of the surface layer fields on 15

and 16 September indicates that the SST cooling is the

strongest in the right-rear quadrant relative to the storm

motion, which is consistent with previous observational

and theoretical studies.

Surface enthalpy fluxes are calculated by applying the

IRsonde observations to the bulk aerodynamic method.

Our results support the notion that SST is an important

parameter for regulating the magnitude and distribution

of surface fluxes and is tied to storm intensity. The mag-

nitude of the surface enthalpy flux on 15 September when

Hurricane Edouard was under intensification was nearly

an order of magnitude larger than that on 16 September

when Edouard was weakening, although the storm in-

tensity was comparable and the magnitude of environ-

mental wind shear is also similar on these 2 days. It was

found that the air–sea thermodynamic equilibrium state
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determines the magnitude of the surface enthalpy flux

during these 2 days.

Estimates of the variation of ue showed that the surface

enthalpy fluxes were enough to recover low ue induced by

convective downdrafts from the upshear-left quadrant to

the downshear-right quadrant on 15 September, but not

on 16 September. Of note, if not recovered by surface

fluxes, the boundary layer ue would be 4–5K smaller in

the downshear-right quadrant where convection was

initiated, according to the simple budget analysis (see the

appendix). This result supports the conceptual model of

the energy cycle in the eyewall of a sheared TC articu-

lated by Zhang et al. (2013), emphasizing the important

role of surface flux–induced boundary layer recovery in

regulating the thermodynamic conditions tied to the

asymmetry of convection.

This study is the first attempt to explore the role of

surface enthalpy fluxes versus the role of the total

energy content (ue) in that portion of the boundary

layer that feeds the hurricane eyewall. Increasing

fluxes could certainly contribute to intensification but

does a TC require high fluxes to maintain a given in-

tensity? The observations presented here and hinted at

in some earlier work support the notion that the

moisture fluxes in the eyewall can be much lower than

some numerical simulations might assume when the

difference in humidity from sea to air decreases

markedly. This difference, in turn, is caused by the

cooler SST and cooler surface air found there as well

as a rise in the relative humidity (RH) in the surface

layer. The inflow simply cannot accept much extra latent

energy once it approaches saturation (RH . 95%);

spray droplets will not evaporate very much either.

Above all, our result suggests that while the hurricane

intensity is correlated to the ue of the inflow more than

the surface fluxes, the boundary layer recovery of ue
through surface fluxes may be a key mechanism for TC

intensity change.
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APPENDIX

Changes in Near-Surface ue as a Result of Surface
Fluxes

The description of the method and equations for

boundary layer recovery calculation parallels those of

Zhang et al. (2013). Following Molinari et al. (2013) and

Zhang et al. (2013), we estimate the rate of change in ue
due to sensible and latent heat fluxes at an altitude of

10m in the eyewall region. Surface enthalpy fluxes are

calculated using the bulk method following Eqs. (1) and

(2) (cf. Fig. 11).

Changes in potential temperature u and specific hu-

midity q at a given height caused by surface sensible FH

and latent heat Fq fluxes in the surface layer take the

form of

du

dt
5

u

c
p
T

�
2
1
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�
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, (A2)

where the subscript in the flux denotes the height (z rep-

resents the height of themeasurement and 0 represents the

sea surface) andDz is the boundary layer height. Here FH0

and Fq0 are equivalent to H and E, in Eqs. (1) and (2),

respectively. Note that the fluxes are assumed to change

linearly with height from the surface to the top of the

boundary layer. Taking the inflow layer depth as the

boundary layer height following Zhang et al. (2011), Dz is
estimated to be ;700m using the dropsonde data. We

note also that the unit of T is in kelvins.

To estimate the ue changes caused by the enthalpy

fluxes, we first apply a logarithmic differentiation to the

ue equation shown below,

u
e
5 u exp

 
L

y
q

c
p
T
LCL

!
, (A3)

to obtain the equation for the rate of change in ue. The

equation after differentiation has the form of

du
e

dt
5

u
e

u

du

dt
1

u
e
L

y

c
p
T
LCL

dq

dt
, (A4)

where TLCL is the temperature at the lifting condensa-

tion level, which can be calculated following either

Bolton (1980) or Davies-Jones (2009).
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On 15 September, at a height of 10m, the mean u, T,

and r are 300.3K, 298.1K, and 1.14 kgm23, respectively.

Substituting these values along with measured sensible

heat and latent heat fluxes into Eqs. (A1) and (A2)

gives a change in u of 0.6Kh21 and a change in q of

1.1 g kg21 h21. The computed mean values of ue, u, and

TLCL are 360K, 300.3K, and 297K, respectively, from

the dropsonde data. Of note, variations in these quan-

tities caused by expected errors would not significantly

modify the result. Substituting Eqs. (A1)–(A3) into

(A4), it is found that ue increases at a rate of approxi-

mately 3.92Kh21. For an air parcel to move from the

upshear-left (UL) quadrant to the downshear-right

(DR) quadrant in the eyewall region (r*;1), it takes

1.4 h given an RMW of ;35km and a mean wind speed

of 43ms21. During this period, ue increases 5.55K,

which is much larger than the observed downshear in-

crease in ue (;4.5K). This result suggests that surface

enthalpy fluxes are sufficient to produce the observed

boundary layer recovery of ue.

On 16 September, at a height of 10m, the mean u, T,

and r are 300.4K, 298.1K, and 1.14 kgm23, re-

spectively. Substituting these values along with fluxes

into Eqs. (A1) and (A2) gives a u change of 0.04Kh21

and a q change of 0.28 g kg21 h21. The computed mean

values of ue, u, and TLCL are 360K, 300.4K, and

297.3K, respectively, from the dropsonde data.

Substituting these values into Eq. (A4), the result

shows that ue increases at a rate of approximately

0.87Kh21. On this day, the strongest ue asymmetry

is observed at the annulus inward from the RMW

(r* ;0.5) to the storm center. For an air parcel to travel

from the UL quadrant to the DR quadrant in the eyewall

region (r*;0.5), it takes 43min given an RMW of

;27km and ameanwind speed of 36.6ms21. During this

period, ue increases 0.62K, which is much smaller than

the observed downshear increase in ue (;2K), sug-

gesting that surface enthalpy fluxes are not sufficient to

produce the observed boundary layer recovery of ue. In

the outer radii outside the eyewall, for an air parcel to

travel from the location of lowest ue (right quadrant) to

that of the highest ue (left quadrant), it takes a much

longer time (;100min) at a mean wind speed of

30m s21. During this period, ue increases 1.5K, which is

much smaller than the observed downshear increase in

ue (;3K), again suggesting that surface enthalpy fluxes

are not sufficient to produce the observed boundary

layer recovery.

Of note, the effects of dissipative heating and eye–

eyewall mixing are not included in the abovementioned

boundary layer recovery calculation (Bister andEmanuel

1998; Zhang 2010b; Eastin et al. 2005), which parallels

those in Zhang et al. (2013) and Molinari et al. (2013).

Equations (A1) and (A2) also neglect the entrainment

effect near the top of the boundary layer. Nonetheless,

our estimates are similar to a more complex calculation

used by Wroe and Barnes (2003).
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